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((EJ®» Summary

/Gra ph neural networks (GNNs) have achieved remarkable success in many applications for graph \
analysis and modeling. The secret of the great success achieved by GNN in many applications related to
graphs is due to the message passing scheme that it adopts duringleaming, as it collects neighbor
messages for each node in each of its layers during training, which allows the model in the final layer to
know the statement completely according to the collected messages. From each node and its
neighbors. Despite the strength of this principlein node classification tasks, the GNN's heavy reliance
on the graph structure during message passing makes it vulnerable to perturbation caused by
adversarial attacked Which occurs on the manifest topology and negatively affects the robustness and
stability of these networks and thus a significant decrease in performance and inaccurate results that
result in giving the nodes a label different from their real label. in this research, we studied the
negative impact of adversarial attacks on GNN and proposed an attack model on the graph known as
the Citation Network for the database known as CORA -DATSET after convertingthis graph intoa
weighted graph and proposing an algorithm to address the perturbation resulting from this attack at
the time of testing the GNN. After that, we conducted a study an analysis of the model’s parameters to
detect adversarial attacks and take advantage of the parameters to develop the proposed algorithm
and address the perturbation resulting from adversarial attacks that occur during training the model
.Two types of attacks (random attack, mettattack) were also conducted on both databases (CORA
Polblogs) so that the results show a noticeable improvementin GNN performance and the algorithm’s

Qbility to reduce the negative effects of attacks. /
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